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Ascendance of Data
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* 1 ZB = 1 billion TB



Ascendance of “Unstructured Data”
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Ascendance of “Unstructured Data”
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Are companies ready?
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What kind of unstructured data are they interested in?
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But how should we represent a document?
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• Number of Raw Words
• Number of Paragraphs
• Semantic Frequency
• Word Order
• Part of Speech
• Topic
• Sentiment
……

𝐷𝐷𝐷𝐷𝐷𝐷 1: 1, 4, 3, 0, …
𝐷𝐷𝐷𝐷𝐷𝐷 2: 5, 2, 8 0, …

………



Term-Document Matrix Representation
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• Bag of Word Hypothesis:
• Frequencies of words in a document tend to indicate the relevance of documents

• Examples:
1. Bag-of-words

• Word order & semantic information are lost
• Different sentences have exactly same representation as long as the same words are 

used
2. Bag-of-n-grams

• Restricted to short interval of texts
• High dimensionality
• Semantic information lost

3. Weighted Average of word vectors
• Loses the word order
• Not that much different from BOW

4. Word vectors + Parse Tree
• Preserves the word order
• Restricted to representing at the sentence level

• Yet, it still is one of the most popular method for representing document
• Lucene: Term-Document Matrix method



Distributed Representation - Doc2Vec
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Le, Q. V., & Mikolov, T. (2014). Distributed representations of sentences and documents

• Extension of Word2Vec
• Based on Distributional Hypothesis (Harris, 1954)

• Words that occur in similar contexts tend to have similar meanings
• Able to represent input sequence of variable length
• Captures semantic information of words within paragraphs 
• Doesn’t rely on weight functions or parse trees
• Trained from unlabeled data

<Word2Vec>                                                                                                 <Paragraph2Vec>



Next Generation of Document Representation?
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Dai, Andrew M., et al. "Document Embedding with Paragraph Vectors." NIPS Deep Learning 
Workshop. 2014.



Drawbacks of Doc2Vec
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Having a good representation form itself is not the ultimate goal of document 
representation!



Drawbacks of Doc2Vec
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Question: Why? Raw Documents

Document 
Representation

Specific Task

Doc2Vec Representation provides with an insight to what’s happening amongst the 
documents, but not how and why it’s happening



Proposed Framework
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1. Train Word2Vec with the collection of documents



Proposed Framework
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2. Cluster word2vec generated vectors to create clusters of concepts

Concept 1

Concept 2

Concept 3



Proposed Framework
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3. Label the concepts using the words associated with each cluster

Concept 1

Concept 2

Concept 3

Countries

Emotions

People



Proposed Framework
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4. Represent the documents using the counts of these concepts

Doc 1 = [Countries, Emotions, People … ] 



Proposed Framework
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5. Test the effectiveness of the document representation through document clustering and 
classification



Contribution
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This proposed  framework…

• Maintains the representational power of the distributed representation, while providing 
explicit and intuitive features

• Provides reasons and logic behind the representation
• Includes more holistic semantic information about documents
• Suggests language independent framework for representing documents
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