Research Proposal

Sep 14, 2015

Je Hyuk Lee
Industrial Engineering Department, SNU



SectionT

TIME SERIES MOTIFS FOR QUALITY
IMPROVEMENT

Sep 14, 2015 Je Hyuk Lee, SNU




Time series data mining
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Feature-based method

» Several Feature-based method
— Statistics (mean, std, max, min...)
— Discrete Fourier Transform (DFT)
— Discrete Wavelet Transform (DWT)
— SAX

e Similarity measure
— Euclidean Distance
— Dynamic Time Warping (DTW)

« Simple nearest neighbor algorithm is the most accurate method
— (Keogh et al., 2008)
— But, too much cost
— Also, does not significantly outperform random guessing
— Because of noise!
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Shapelet

« Shapelet

— Subsequences which are maximally representative of a class (Subshape)
— Motif of sequences
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Shapelet

« Formal definition
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— Shapelet is a kind of motif
« Subsequence distance plays a important role in similarity measure
 How to set a starting point and length?

— How to classify Time series data
« Data set D= class’l A2} B?! data point= =2 T+ &

D4, subsequenceDist(T,;,S) < d¢p
D,, subsequenceDist(Ty ;,S) = dy,

« =5 class@t X class?t H[==3t distance threshold d,, & % O}O}

e C(Classification Rule : class =

— Optimal split point (0SP(D,S))
« Time series data set D7} class A, BEZ O|F0{ X QUCtD S}X}

« A Shapelet candidate SO CHSH A, 7}& 2/ F &St distance threshold

— Gain(S,dosp,s)) = Gain(S,dyy,), for any other distance threshold dyy,

— Shapelet (Shapelet(D))
« 2= candidate subsequenceE1, Sl OSPE &, /I 2F= Eote

* Gain (Shapelet(D),dOSP(D,Shapelet(D))) > Gain(S,dy,)
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Classification

« =5 YWHE: Decision Tree
Zt DT stepOtCt shapelet2 ‘44510 training

- -
— 7|E0| EXSt= DTHE (Geurts and Pierre, 2001)

 Prediction

Root (Shapelet 1)

Earlyabandon(T, Shapeletl ) < splitpoint Earlyabandon(T, Shapelet 1) > splitpoint

Leaf 1 Root (Shapelet 2)

Earlyabandon(T, Shapelet2 ) < splitpoint Earlyabandon(T,Shapelet2 ) < splitpoint

Leaf 3

Leaf 2
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To-dos

Shapelet algorithm—24
— DP?

Online Shapelet
- X&5HQ YHOo|ET ER

= 1 L=

— E.Keogh?| online shapelet =&

Data library0f X &

A anomaly detection=A[0f] H-&3}0f, 7|E0f }EH HH=ED} Hlw
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