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Word representation
 Vector-based model: 단어사이의유사도를 distance, angle로표현하는방법

– Capture the rich relational structure of the lexicon(semantic…)
– AI, Cognitive Science에활발하게사용되고있음
– 적용분야: word sense disambiguation, named entity recognition(NER), part of speech tagging(POS 

tagging), document retrieval

 In this paper, 
 Capture both semantic and sentiment similarities among words
 The vector representation of words to predict the sentiment annotations on contexts in which 

the words appear  words expressing similar sentiment to have similar vector representations
 How the model can leverage document-level sentiment annotations
 Data: Pang and Lee(2004) – sentiment and subjectivity corpora, Internet Movie Database(IMDB)

1. Introduction

발표자
프레젠테이션 노트
비슷한 sentiment를 갖는 단어들은, 단어가 공간상으로 vector로 표현될 때 비슷한 위치에 표현될 것이다.



 Capturing Semantic Similarities
 Assumption: each word 𝑤𝑤𝑖𝑖 is conditionally independent of the other words given 𝜃𝜃
 The probability of a document

– 𝜃𝜃: multi-dimensional random variable
– N: the number of words in d

 Each word w in the vocabulary V has a 𝛽𝛽 dimensional vector representation ∅𝑤𝑤 = 𝑅𝑅𝑤𝑤
– 𝑅𝑅 ∈ ℝ𝛽𝛽× 𝑉𝑉 : word representation matrix

 Energy: 

– 𝑏𝑏𝑤𝑤: each word to capture differences in overall word frequencies
 𝑝𝑝 𝑤𝑤 𝜃𝜃 , use a softmax

2. Our Model

발표자
프레젠테이션 노트
이 논문에서는 probabilistic model로 word representation을 학습한다. Semantic한 부분과 sentiment한 부분으로 나누어 목적식을 만들고 이를 최대화 시키는 parameter를 찾는 방법으로 model을 만들었다. 먼저 semantic similarity를 찾는 part에 대해서 살펴 보면 다음과 같다. Energy function: 특성상 최소화 시키는 함수이기 때문에 minus 부호를 사용함위의 식을 보면 결국은 확률은 vector 공간에 뿌려진 단어 vector가 얼마나 theta와 비슷한 direction을 갖는지를 보면 됨, 즉 내적값이 커지는 것을 찾는다



 Capturing Semantic Similarities
 Derive maximum likelihood learning given a set of unlabeled documents

 Using maximum a posteriori(MAP) estimates for 𝜃𝜃, 

– �𝜃𝜃𝑘𝑘: MAP estimate of 𝜃𝜃 for 𝑑𝑑𝑘𝑘
 By taking the logarithm and simplifying,

– 𝑅𝑅 𝐹𝐹
2

: Frobenious norm regularization term for the word representation matrix R

2. Our Model



 Capturing Word Sentiment
 Unlabeled data로 sentiment를예측하는명확한방법이없어서 labeled documents에적용
 Sentiment: Complex, multi-dimensional concept
 Sentiment label s,

– 𝑓𝑓(𝑥𝑥): an appropriate predictor function
– ∅𝑤𝑤: a word vector
– Improve our word vector ∅𝑤𝑤 to better predict the sentiment labels of contexts in which that word occurs
– s: scalar continuous value representing sentiment polarity of a document ∈ [0, 1]
– 𝑓𝑓 𝑥𝑥 : logistic regression 

2. Our Model

발표자
프레젠테이션 노트
S는 categorical, continuous 심지어는 multi-dimensional하기도 함.



 Capturing Word Sentiment
 Probability

– ∅𝑤𝑤: w’s vector representation
– 𝜓𝜓: regression weights
– 𝜎𝜎(𝑥𝑥): the logistic function

 Log-objective,

– 𝐷𝐷: the set of labeled documents
– 𝑠𝑠𝑘𝑘: sentiment label for document 𝑑𝑑𝑘𝑘

2. Our Model

발표자
프레젠테이션 노트
Document label의 확률을 최대화시키는 parameter를 찾는 objective function이 만들어진다 



 Learning
 Full learning objective,

– |𝑆𝑆𝑘𝑘|: the number of documents in the dataset with the same rounded value of 𝑠𝑠𝑘𝑘
– 1

|𝑆𝑆𝑘𝑘|
: the weighting to combat the well-known imbalance in ratings

– Weighting: prevents the overall distribution of document ratings from affecting the estimate of document 
rating in which a particular word occurs

 Maximizing the objective function, 
– Non-convex problem, thus use alternating maximization
– Step1. MAP estimates( �𝜃𝜃𝑘𝑘) fixed, optimizes the word representations (R, b, 𝜓𝜓, and 𝑏𝑏𝑐𝑐)
– Step2. Find new MAP estimate for each document, (R, b, 𝜓𝜓, and 𝑏𝑏𝑐𝑐) fixed
– Step3. continue this process until convergence
– The optimization algorithm quickly finds a global solution for each �𝜃𝜃𝑘𝑘 because we have a low dimensional, 

convex problems in each �𝜃𝜃𝑘𝑘

2. Our Model

발표자
프레젠테이션 노트
특정 단어에서 document rating이 영향을 주는 것으로부터 전체 분포가 영향 받는 것을 막기 위해서 필요함



Word Representation Learning
 Data: 25,000 movie reviews form IMDB

– At most 30 reviews from any movie
– Dictionary: 5,000 most frequent tokens, but ignore 50 most frequent terms
– Not use traditional stop word removal(e.g. negating words)
– No Stemming: similar representations for words of the same stem 
– Use non-word token(e.g. “!” and “:-)”)
– Star values(∈ {1,2, … , 10})  [0, 1]

 Semantic component of our model
– Does not require document labels, thus use 50,000 unlabeled reviews in addition to the labeled set of 

25,000 reviews
– For all word vector models, use 50-dimensional vectors

 Assessment of word representations
– A query word w and an other word w’
– Obtain vector representations and evaluate their cosine similarity as 

3. Experiments

발표자
프레젠테이션 노트
IMDB데이터는 25,000개의 reviews를 이용했고 각 영화에 대해서 최대 30개의 reviews만 사용했다. Dictionary는 5천개의 vocabulary를 이용해서 구성했고, 가장 빈번하게 나온 50개는 무시했다. Beta= 50 사용Query와 비슷하다고 찾아진 word의 vector와의 cosine similarity 계산해서 평가한다



Word Representation Learning
 Similarity of learned word vectors

3. Experiments

- Both versions of our model better 
than LSA in avoiding accidental 
distributional similarity(e.g., 
screwball and grant as similar to 
romantic) 

- Adding sentiment better

- However, problem of genre and 
content effects

- Ghastly(무시무시한): the sentiment 
enriched vectors, truly semantic 
alternatives to that word

발표자
프레젠테이션 노트
Ghastly: sentiment 정보를 이용하면 ghastly를 대체할 수 형용사까지도 알 수 있지만 semantic 정보만 이용했을 때는 ghastly를 예측할 수 있는 단어들이 주로 나온다.



 Document Polarity Classification
 Classifier must predict whether a given review is positive or negative given the review text
 v: document’s bag of words vector( tf.idf weight)
 Matrix-vector product 𝑅𝑅𝑅𝑅 feature vector
 In preliminary experiments, obtain ‘bnn’ weighting to work best for v, and use this weighting to 

get multi-word representation from word vectors

3. Experiments



 Document Polarity Classification
 Pang and Lee Movie Review Dataset

– 2,000 movie reviews with binary sentiment polarity label
– Use Linear support vector machine classifier trained with LIBLINEAR and set the SVM regularization 

parameter to the same value used by Pang and Lee

3. Experiments



 Document Polarity Classification
 IMDB Review Dataset

– 50,000 reviews from IMDB, no more than 30 reviews per movie(training 25,000 reviews)
– Constructed dataset contains an even number of positive and negative reviews
– Randomly guessing 50% accuracy
– Use only highly polarized reviews

– Our model superior performance to other approaches

3. Experiments



 Subjectivity Detection
 Performed sentence-level subjectivity classification
 Decide whether a given sentence is subjective or objective
 Subjective data: movie review summaries
 Objective data: movie plot summaries

– Our model superior compared against other VSMs

3. Experiments



 Vector space model that learns word representations capturing semantic and sentiment information

 Our model is parametrized as a log-bilinear model following recent success in using similar 
techniques for language models(e.g., Bengio)

 We parametrize the topical component of our model in a manner that aims to capture word 
representations instead of latent topics

 Our method performed better than LDA

 Unsupervised model leverage the abundance of sentiment-labeled texts available online to yield 
word representations that capture both sentiment and semantic relations

 Existing datasets as well as a larger one 

 These tasks involve relatively simple sentiment information, thus is broadly applicable in the growing 
areas of sentiment analysis and retrieval

4. Discussion

발표자
프레젠테이션 노트
Sentiment label이 있는 text들을 사용하게 되면 word representation이 더 잘 되게 해준다, 다량의 데이터를 제공하고 있고, 간단한 sentiment 정보만을 사용했는데 향후 활용가능성이 크다.
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