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Sequence Learning
• Dynamic Bayesian networks(DBN)

▫ Hidden Markov models(HMM)
▫ Kalman filters

• Now the mainstream is recurrent neural network(RNN) based
▫ DBNs are simple ( HMM state space are single set of mutually exclusive states)
▫ Training DBNs are hard (MCMC)
▫ RNNs have a richly distributed internal state representation
▫ RNNs have flexible non-linear transition functions
▫ RNNs can be trained by Backpropagation



Sequence Learning
• DBN : (generative) probabilistic modeling 
• DBNs hidden state is expressed in random variables(stochastic) : 

randomness of hidden variables
• RNNs are entirely deterministic

• For simple dependencies, variability is low.
• For data that has complex dependencies, additional variability should be 

incorporated into the model.
▫ Hidden variables can explain the variability.



Recurrent Neural Networks
• Sequence modelling with RNN
• ℎ𝑡𝑡 = 𝑓𝑓𝜃𝜃 𝑥𝑥𝑡𝑡, ℎ𝑡𝑡−1
• 𝑓𝑓 : deterministic non-linear transition function

• Probability of a sequence (𝑥𝑥1, 𝑥𝑥2,⋯ , 𝑥𝑥𝑇𝑇)
• 𝑝𝑝 𝑥𝑥1, 𝑥𝑥2,⋯ , 𝑥𝑥𝑇𝑇 = ∏𝑡𝑡=1

𝑇𝑇 𝑝𝑝(𝑥𝑥𝑡𝑡|𝑥𝑥<𝑡𝑡)
• 𝑝𝑝 𝑥𝑥𝑡𝑡 𝑥𝑥<𝑡𝑡 = 𝑔𝑔𝜏𝜏(ℎ𝑡𝑡−1)



Latent variable model
• Use neural networks as the (generative) transformation g from the latent 

space to the original feature space.
• For both training and inference, latent variable z must be inferred.
• This is a generative model : inferring the latent variable is hard
• The posterior 𝑝𝑝𝜃𝜃(𝑧𝑧|𝑥𝑥) is intractable



Variational Autoencoder



Variational Recurrent Neural 
Network(VRNN)
• VRNN is a recurrent application of the VAE at every time step
• Latent variables can model noise in a structured way.



VRNN : Generation
• Prior on 𝑧𝑧𝑡𝑡

• Generation (decoding)

Neural 
networks



VRNN : Generation
• Recurrence

• Objective function

Neural 
networks



VRNN : Inference
• Inference(encoding)

• Approximate posterior for variational inference

Neural 
networks



VRNN : Learning
• Maximize the variational lower bound

• Use the method as in VAE



Experimental Results
• Data

▫ Blizzard : 300 hours of English by a single female speaker
▫ TIMIT : 6300 English sentences read by 630 speakers
▫ Onomatopoeia : 6738 non-linguistic human-made sounds by 51 speakers
▫ Accent : English paragraphs read by 2046 speakers
▫ IAM-OnDB : 13040 handwritten lines by 500 writers

• Output function : the output layer parameterizes the following distribution
▫ Gaussian distribution(Gauss)
▫ Gaussian Mixture model(GMM)



Experimental Results
• Model structure : single recurrent hidden layer with 2000 LSTM units
• VAE structure : 4
• Standard RNN
• 𝜑𝜑𝜏𝜏𝑥𝑥 ,𝜑𝜑𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑

• VRNN

• 𝜑𝜑𝜏𝜏𝑥𝑥 ,𝜑𝜑𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑 ,𝜑𝜑𝜏𝜏𝑧𝑧,𝜑𝜑𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒,𝜑𝜑𝜏𝜏
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

• 𝜏𝜏 : parameters of the output function(GMM or Gaussian)

𝜑𝜑𝜏𝜏𝑥𝑥 LSTM 𝜑𝜑𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑
Output 

distribution 
parameterization

𝜑𝜑𝜏𝜏𝑥𝑥, 𝜑𝜑𝜏𝜏𝑧𝑧 LSTM 𝜑𝜑𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒,𝜑𝜑𝜏𝜏
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝜑𝜑𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑

Output 
Distribution 

parameterization



Experimental Results

• RNN : standard RNN
• VRNN : variational RNN
• VRNN-I-Gauss : without conditional prior ( standard normal prior)

𝑧𝑧𝑡𝑡~𝑁𝑁(0,1)



Conclusion
• Propose a general framework for sequence modelling with latent random 

variables into a RNN.

• Introduction of latent random variables can provide significant 
improvements in modelling highly structured sequences.

• Temporal conditioning for latent random variables improves performance
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