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Paper Outline

1. Introduction
* Distributed Representation of words and documents has established itself as a
new standard in text mining and NLP communities.
 Word2vec clustering method provides...
1. Vector Interpretability: Can intuitively understand the features and the
components of calculated document vectors
2. Model Explainability: Can comprehend the operating logic behind a
trained classifier, through which one can easily compare the calculated
result with his domain expertise or enhance his understanding of the
given phenomenon
2. Background
e BOW (pros & cons)
 Word2Vec & Doc2Vec (pros & cons)

3. Proposed Method
4. Data Set
5. Result

* Vector Interpretability: Document Clustering Task (Clustering)
* Model Explainability: Document Classification (Decision Tree)
6. Conclusion



Dataset: <Reuters>

Total Number of Documents: 203,923 (2006. 09. 01 ~ 2015. 06. 06)

* Divided into 8 different categories
* Total number of sentences: 3,076,016

e Total number of tokens: 89,146,031
Total number of unique tokens: 65,159

Categories Total Number of Training Set Test Set
Documents

Entertainment 25,500 20,500 5,000
Sports 25,500 20,500 5,000
Technology 25,500 20,500 5,000
Market 25,423 20,423 5,000
Politics 25,500 20,500 5,000
Business 25,500 20,500 5,000
World 25,500 20,500 5,000
Health 25,500 20,500 5,000



Experiment Setting
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* For simplicity and visualization convenience, decision tree that classifies sports
articles from other remaining classes of articles has been constructed
(Sports vs. Rest)



Decision Tree Result

e Training Error: 89.73% X[45] <= 15000
gt = 18838067994
e TestError: 82.08% samples = 163523
True / False
X[46] <=4.5000 X[34] <= 1,500
gmi = 0.0791275433616 rimi = 43882579996
samples = 120374 samples = 43349
X[26] <= 12,3000 g = 416293160601 X[18] <= 0.5000 \ g = . 33097068112)
e = 0.0335537920473 samples = $74] gint = 499987318615 samples = 21301
samples = | 4633 valua=[4045 1696 samples = 048 vala=[ 16343, 438
Others / Others
g = (0309 g = 424] g = [ 4603 gt = (4666
samples = | 14207 samples = 416 sanaples = |83 samples = |1 353
vale=[ 111225, 208111 | value=[130. 29 value =[ 6936, 3899 | valoe=[ 414, 7163
Others Sports Others Sports



Split Analysis

X[26] <= 12.5000
gii = 0055555792473
samples = | [4633

True l False
ini = .0509 eini = (4241
samples = | 14207 samples =476
vahe=[ 111225, 2982]| | value=[130. 296.]
X[26] = Tennis Others Sports
Word Distance to Centroid
Gabashvili 0.18321
Kvitova 0.19082
Dushevina 0.19822 i3 § -
Ninth-seeded U208 - Teymuraz Gabashvili
Bojana 0.21574 Tem
Kuznetsova 0.22725
Safarova 0.23322
Fifth-seeded 0.23704
Rodionova 0.23830 Lucie Safafova

Barthel 023836 Tennis player .




Split Analysis

[ x[18] <= 0.5000
gini = 0.499987328615
samples = 12248

True / \false

g1 = (. 4603 pimi = [ 4666
samples = [ (833 samples = || 393
value=[ 6936, 389%.] | | value=[4ll4. 7165.]
X[18] = Golf Terms Others Sports
Word Distance to Centroid
Back-nine 0.23369
Double-bogeys 0.23978
(/
el 022029 THE OPEN CHAMPIONSHIP €}
) SECOND ROUND
CongFESSIOHal 0.24441 n SCOTT JAMIESON (5CO) E E
. B GRAEME McDOWELL (NIR) 64 [ETRI:
Shcomer i I PETER WHITEFORD (5cO) 66 SIS
Five-over 0.24914 " B PETER HANSON (swe) [ 57 B
- [l JOSE MANUEL LARA (EsP) B3 o =
Seven-over 0.25737 - [l BARRY LANE (ENG) 0 5
I LUKE DONALD (Enc) 0 -5
One-over 0.25855 © M NICOLAS COLSAERTS (BEL) B ¢ -
Five-birdie 0.26099 M ANGEL CABRERA (ARG) 64 ECIUE
B PAUL LAWRIE (scO) ] o s
Three-putting 0.26230 From Royal st George's

BRAESPORT & bbc.co.uk/golf



Split Analysis

X[34] <= 1.5000
o = . 43882579996
samples = 43349

gl

X[18] <= 0.5000 g = (.330970681122
gini = (). 49998 7328615 samples = 11301
k samples = 21248 value=[ 16843, 4438.]
X[34] = Computer Security Others
Word Distance to Centroid Log in
Login 033140 Don't have an account? Create one.
Backdoors 0.34021 Username: | |
Password: | |
Usernames 0.34876 —
| Remember me (up to 30 days)
Troves 0.35415 Login E-mail new password
Unencrypted 0.35721
Logins 0.36225
Password-protected 0.36632
Accessed 0.37360
Passwords 0.38089

Inboxes 0.39457




Split Analysis

X[46) <= 4.5000
gini = (.0792275433516
samples = 120374

-
l False
g = (. 416293160601
samples = 3741
value=[4045 1696.]
X[46] = Sports Terms Others
Word Distance to Centroid
Drawcards 0.34262
Over-age 0.41479
Multi-sports 0.43338
o
Association
Honours 0.46650
Cups 0.47149
Fourth-best 0.47747
WTAs 0.48097
Player 0.48181




Conclusion

Word2Vec Clustering method provides intuitive explanation behind the model’s
operating logic

e It can also provide reasons behind the model’s performance as it identifies both the
components that contribute to the performance of the model, and as well as those
that deteriorate the model.

* This insight can provide deeper understanding about the given dataset, and can be
used for modifying or developing a text mining model that will solve the true end
goal of the given text mining task at hand.
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