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Proposed Framework
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1. Train Word2Vec with the collection of documents



Proposed Framework
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2. Cluster word2vec generated vectors to create clusters of concepts

Concept 1

Concept 2

Concept 3



Proposed Framework

3

3. Label the concepts using the words associated with each cluster

Concept 1

Concept 2

Concept 3

Countries

Emotions

People



Proposed Framework
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4. Represent the documents using the counts of these concepts

Doc 1 = [Countries, Emotions, People … ] 



Proposed Framework
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5. Test the effectiveness of the document representation through document clustering and 
classification



Dataset: <Reuters>
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Dataset: <Reuters>
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Total Number of Documents: 612,374 (2006. 09. 01 ~ 2015. 06. 06)

• Random sample of 10,000 documents from 5 distinctive categories (Sports, Market, Politics, 
Business, World, Health)

Categories Total Number of Documents Number of Sampled
Document

Entertainment 25,764 -

Sports 49,883 10,000

Technology 26,899 -

Market 189,399 10,000

Oddly Enough 5,864 -

Politics 42,319 10,000

Business 96,611 10,000

Art 4,792 -

World 138,852 10,000

Health 31,991 10,000



Word2Vec & Doc2Vec Training

8

• During training, words that occur less than 20 times are discarded for stable result
• Number of unique tokens: 67,390

• Hyperparameters to consider while training word2vec / doc2vec models:
• How many epochs to iterate over the documents?
• Averaging or concatenating the vectors in the hidden nodes?
• Number of nodes in hidden layers (dimension of embedding vectors)
• Number of windows (number of words to use as contexts)

• No universal hyperparameter settings exist as they are highly dependent on the characteristics 
and the amounts of the training corpus

• Two types of evaluation methods for word2vec methods:
1. Extrinsic Evaluation

• Since the embedded vectors are used as ingredients for building more complex task-
specific language model(usually as a pre-training step), evaluation on actual real 
task

• Take a long time to compute accuracy
• Unclear if the subsystem is the problem or its interaction or other subsystems are 

the problems
2. Intrinsic Evaluation

• Evaluation on a specific/intermediate subtask
• Fast to compute
• Not helpful unless correlation to real task is established



Word2Vec & Doc2Vec Training
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• Trained 100 different Word2Vec models
• Dimension: 200 ~ 800
• Context Window: 6 ~ 10

• Chose the model with the best accuracy in intrinsic evaluation criteria provided by Tomas 
Mikolov

• A list of four words with specific relationship is given (19,558 analogies)
• Capital-Country, Opposing words, Nationalities

• Given only three words out of four words, test if the model can produce a correct answer
• Chosen hyperparameters: 

• Dimension: 550 & Window Size: 9



Issues with High Dimensional Clustering
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• As the dimension of vectors (data points) grow, normal clustering method doesn’t work due to 
following reasons: 

1. Distance metric becomes useless (no sense of proximity)
• Under various data distribution and distance function, ratio of distances of the nearest 

and farthest neighbors to a given target in high dimensional space is almost 1.
• Meaningfulness of 𝐿𝐿𝑘𝑘 norm worsens faster with increasing dimensionality for higher 

values of k

2. Problems associated with local feature relevance or local feature correlation
• Presence of irrelevant features or of correlations among subsets of features heavily 

influences the appearance of clusters in the full dimensional space
• Dimension reduction cannot be applied as it only considers one subspace of the original 

data space in which the clustering can be performed



Spherical K Means
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• To deal with these issues of high dimensional clustering, spherical k means algorithm has been 
used

• Essentially same as k means algorithm but with cosine similarity as a measure of proximity 
instead of Euclidean distance



Choosing K
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• Concept of inertia was used for selecting K
• Inertia: Within-cluster difference with the centroid

• Cluster the embedded word vectors for various values of K and select the one with the lowest 
average inertia per cluster

• For each experiment with designated k value, best result out of 300 different trials (different 
initial points) was compared

• K = 120 selected
• Document clustering also used same algorithm except the value of K was fixed at 6



Clustering Result
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• Accuracy
• Perhaps need another representation method for comparison instead of random selection 

baseline
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Cluster Labels
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• Name of companies • People • Negative Words



Cluster Labels
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• Name of countries • Numbers • Food



Final Experiment Setup
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• Total number of documents used: 204,000

Categories Total Number of Documents Number of Selected
Document

Entertainment 25,764 25,500

Sports 49,883 25,500

Technology 26,899 25,500

Market 189,399 25,500

Oddly Enough 5,864 -

Politics 42,319 25,500

Business 96,611 25,500

Art 4,792 -

World 138,852 25,500

Health 31,991 25,500



To Do & Issues
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1. Need for another representation method for comparison as a baseline
• Possible candidates: averaging word embedding vectors, tf-idf

2. Need to compare the accuracy of clustering & classification task given different values of K and 
the number of hidden nodes

Number of hidden nodes

Accuracy

1. Doc2Vec

2. Word2Vec Clustering
(Best K)

3. Word2Vec Clustering
(Fixed K)

4. Word2Vec Averaging
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3. Need to come up with a method that can automatically create labels for each word2vec 
clusters

• Probably based on hypernym found by Wordnet (or using the counts)
• But the issues still remain with pronouns and stemming
• More profound background research is needed

4. Find examples of misclassifications in Doc2Vec representation that can be explained by 
word2vec clusters

• Qualitatively substantiating the explanatory power of the suggest method

5. Finish the experiment for the final test settings and submit a preliminary results for the 
conference in November

To Do & Issues



Reference

Aggarwal, Charu C., Alexander Hinneburg, and Daniel A. Keim. On the surprising behavior of 
distance metrics in high dimensional space. Springer Berlin Heidelberg, 2001.

Kriegel, Hans-Peter, Peer Kröger, and Arthur Zimek. "Clustering high-dimensional data: A survey on 
subspace clustering, pattern-based clustering, and correlation clustering." ACM Transactions on 
Knowledge Discovery from Data (TKDD) 3.1 (2009): 1.

Le, Quoc V., and Tomas Mikolov. "Distributed representations of sentences and documents." arXiv
preprint arXiv:1405.4053 (2014).

Mikolov, Tomas, et al. "Distributed representations of words and phrases and their 
compositionality." Advances in Neural Information Processing Systems. 2013..

Zhong, Shi. "Efficient online spherical k-means clustering." Neural Networks, 2005. IJCNN'05. 
Proceedings. 2005 IEEE International Joint Conference on. Vol. 5. IEEE, 2005.


	Distributed Representation of Documents with Explicit Explanatory Features: Pilot Test
	슬라이드 번호 2
	슬라이드 번호 3
	슬라이드 번호 4
	슬라이드 번호 5
	슬라이드 번호 6
	슬라이드 번호 7
	슬라이드 번호 8
	슬라이드 번호 9
	슬라이드 번호 10
	슬라이드 번호 11
	슬라이드 번호 12
	슬라이드 번호 13
	슬라이드 번호 14
	슬라이드 번호 15
	슬라이드 번호 16
	슬라이드 번호 17
	슬라이드 번호 18
	슬라이드 번호 19
	슬라이드 번호 20

